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Debts of Gratitude!

• Sergey Bratus and DARPA’s SafeDocs program
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publishing this corpus

• Sebastian Nagel and Common Crawl (https://commoncrawl.org/)

• Amazon Open Data Sponsorship Program 

(https://aws.amazon.com/opendata/open-data-sponsorship-program/)
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~8 Million PDFs

• ~8 million Portable Document Format (PDF) files

• Gathered from the web in August/September 2021

• Packaged in 7,933 zip files and freely available: 

© 2023 California Institute of Technology. Government sponsorship acknowledged.

https://digitalcorpora.org/cc-main-2021-31-pdf-untruncated/

https://pdfa.org/new-large-scale-pdf-corpus-now-publicly-available/

https://digitalcorpora.org/cc-main-2021-31-pdf-untruncated/
https://pdfa.org/new-large-scale-pdf-corpus-now-publicly-available/


Heaps of Files – Why?

• Parser DDL developers

• Security research

• Privacy research

• ML/AI – file structure (parser induction), document 

structure, categorization

• Digital preservation

Publicly available corpora save researcher/developers the burden, 

cost and challenges of web crawling and finding the files they want.



8 Million PDFs – Why PDF?

• PDF is ubiquitous

• PDF represents all categories of documents:
• Books, presentations, CAD, medical, legal, posters, 

academic papers, …

• PDF represents all languages

• PDF represents all types of content

• PDF (as a file format) is challenging:
• Is created by many, many different software tools… 

much variation

• Is consumed or rendered by many software 

applications

• Is leveraged by cyber attackers

© 2023 California Institute of Technology. Government sponsorship acknowledged.



8 Million PDFs – Why 8 million?

• Single snapshot in time 

• Representative of the public web
• Equal representation from around the world

• Goldilocks sized corpus
• Large, yet manageable

• Larger than all previous PDF-centric corpora

• Complexity requires many PDFs to adequately 

represent:
• Classes of document

• Breadth of content

• File size, page count

• PDF file format features and variants

• … 
© 2023 California Institute of Technology. Government sponsorship acknowledged.



Common Crawl – An Overview

• Monthly public crawl of a portion of the web – March/April 

2023 crawl is ~3 billion files/400TB uncompressed

• Hosted by AWS Open Data Sponsorship Program

• Data stored in Web ARChive (WARC) files

• Files truncated at 1 MB

• Used extensively by big data projects – large language 

models (LLMs), machine translation, language 

identification

© 2023 California Institute of Technology. Government sponsorship acknowledged.



GPT-3 and C4 (at least)

https://matt-rickard.com/commoditization-of-large-language-models

© 2023 California Institute of Technology. Government sponsorship acknowledged.

https://matt-rickard.com/commoditization-of-large-language-models


CommonCrawl and LLMs

https://twitter.com/swyx/status/1653064637611651077
© 2023 California Institute of Technology. Government sponsorship acknowledged.

Common Crawl is an 

important component of 

the, ahem, secret data 

sauce of LLMs

https://twitter.com/swyx/status/1653064637611651077


JPL Team’s contributions

• Extracting 6 million files from Common Crawl’s WARC files

• Refetching 2 million files from their original URLs

• Packaging the files into zip files

• Geolocating the source URLs with MaxMind’s free geo-ip 

database

• Metadata tables

© 2023 California Institute of Technology. Government sponsorship acknowledged.

https://dev.maxmind.com/geoip/geolite2-free-geolocation-data
https://dev.maxmind.com/geoip/geolite2-free-geolocation-data


zips

© 2023 California Institute of Technology. Government sponsorship acknowledged.
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Metadata

© 2023 California Institute of Technology. Government sponsorship acknowledged.

https://downloads.digitalcorpora.org/corpora/files/CC-MAIN-2021-31-PDF-UNTRUNCATED/metadata/
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But I don’t want PDFs!

https://github.com/tballison/common

crawl-fetcher-lite

© 2023 California Institute of Technology. Government sponsorship acknowledged.

Commoncrawl-fetcher-lite

1) extracts non-truncated files from 

common crawl

2) creates a list of URLs for truncated files 

(for later, optional, fetching)

https://github.com/tballison/commoncrawl-fetcher-lite
https://github.com/tballison/commoncrawl-fetcher-lite
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Extras



PDF Sizes



Metadata – Two files for each table

• *-1k.csv includes the first 1k rows of the table so 

that humans can open the file in Excel or similar to 

get a sense of the data (UTF-8 BOM included)

• *.csv.gz are the full tables for machine reading (no 

BOM)



Metadata – Provenance

• Source URL

• Common Crawl warc file and offsets

• Whether CC identified the file as truncated or not

• File size and sha256 of fetched/refetched bytes

© 2023 California Institute of Technology. Government sponsorship acknowledged.



Metadata – Hosts

• Max Mind’s geolite2 database

© 2023 California Institute of Technology. Government sponsorship acknowledged.



Metadata – Poppler pdfinfo utility

• About the PDF document (not content!):
• PDF version

• Creator tool

• Producer application

• Creation and Modification dates

• Number of pages

• Several other technical PDF features
• Semantically tagged, web optimized, contains JavaScript, …

© 2023 California Institute of Technology. Government sponsorship acknowledged.



Metadata – Apache Tika (coming soon!)

• Automatic language identification

• Out of vocabulary statistic

• Attachments (types and counts)

• Incremental update counts

© 2023 California Institute of Technology. Government sponsorship acknowledged.



Recent Related Work

Michał Turski, Tomasz Stanisławek, Karol Kaczmarek, 

Paweł Dyda, Filip Graliński, “CCpdf: Building a High 

Quality Corpus for Visually Rich Documents from Web 

Crawl Data”, ICDAR 2023.

Paper: https://arxiv.org/abs/2304.14953

Scripts: https://github.com/applicaai/CCpdf

https://arxiv.org/abs/2304.14953
https://github.com/applicaai/CCpdf
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